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Goal

= We consider the problem of synthesizing optimal controllers with respect to a quality criterion based on Robust Linear Temporal Logic (rLTL) [1] by

interpreting it over a finite-state game, called rLTL game.

= Classical controllers computed by Tabuada and Neider assumes the environment to always act antagonistically, which is often a
non-realistic assumption. So is there a way of satisfying the specification "better” if the environment is not antagonistic?

= Suppose we want to satisfy some property p; and assuming the environment to be antagonistic, the best we can achieve is to
satisfy p at finitely many positions of a word. We would like the controller to satisfy p at infinitely many positions (or even better) if

possible when the environment is not antagonistic.
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rLTL Specification ¢ = []p

= The value of a play is the value of the rLTL formula ¢ on the word induced by labels of the play. For example, the value of

the play 012323. .. is the value of the formula

1p on the word {p}{g}{p}H{q} ...

= Player 0's objective is to maximize the value while Player 1's wants is to minimize it.
= From play prefix 01, the controller strategy {0 — 1;4 — 1;3 — 2} enforces the play to visit 0 or 2 infinitely often, hence

enforces the value bl](}p'

= As we have seen above, the classical synthesis algorithm is based on an overly pessimistic assumption on the environment,

so we introduce two kinds of adaptive strategies.

Theoretical Results

= Weakly adaptive strategy always exists for a game, whereas strongly adaptive strategy may not exist for some cases.
= |t can be shown that both the strategies can be computed (if exists) in doubly-exponential time, and hence are not harder

than the classical synthesis problems.

Strongly adaptive strategy is a weakly adaptive strategy that also maximizes the opportunities of the environment making
bad moves.

For the example on the bottom left, another weakly adaptive strategy for Player 0 is {0 — 2;3 — 2;4 — 1}. However, then
the token can never reach the vertex 4 and hence, there cannot be a play where p holds eventually always.

Hence, {0 — 1;3 — 2;4 — 1} is a better one and such a strategy is strongly adaptive.

i Bl——_ = {2

{r} {q} {¢} {q} {r}

Now for the above game, if Player 1 plays his best moves, then the best possible play Player 0 can enforce is the one where p
holds at infinitely many positions (e.g., a play with suffix 03434 .. .).

Unless Player 1 makes a bad move by moving along 1 — 2, any weakly adaptive strategy for Player 0 will eventually make him
move the token to 3.

But if Player 0 moves along 0 — 1, then there is a chance of Player 1 making a bad move of 1 — 2, and hence the token stays
at the vertex 2, inducing a play where p holds eventually always.

S0, If 0. is a strategy for Player 0, which makes him move along 0 — 1 the first k£ times it reaches 0 and then moves to 3; then
o111 1S always a better strategy than o;.. Hence, no strongly adaptive strategy exists.
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